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The adiabatic absorption model has been introduced in order 
to draw a line between the two well-known regimes of laser 
tonlxatlon: laser desorptlon and laser plasma lonlzation. Our 
threshold deflnftlon made lt possible to calculate threshold 
laser lrradiances for CO, ruby, and quadrupled Nd-YAG lasers 
and for dtfferent materials characterized by wide ranges of 
number denslty, molar absorptbn coefficient of the target, and 
ionization potential. The effect of these parameters was 
studied and the absorption coefficient was found to be the 
most important one. Decreasing the absorption coefflclent 
elevates the energy per unit area required to reach plasma 
lgnttion but, surprisingly, lowers the threshold temperature. 
Comparisen wtth scattered experimental findings indicates 
that some other mechanisms may give rise to lower laser 
tntenslty requlrements for plasma formation. Among them two 
posstble meehanlsms were investigated: the Poole-Frenkel 
effect due to the high external electric field generated by the 
light pulse itself, and the Debye correctlon related to 
screening effects in the plasma. Both mechanisms can ex- 
plain up to -50% depression In the threshold energy. The 
Poole-Frenkel effect is more lmportant in the case ot weakly 
absorbtng materials, whereas the Debye correctlon dominates 
in the case of strongly absorbing targets. 
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INTRODUCTION 
Laser ionization has established a considerable role in the 

mass spectrometry of solids during the last decade. For its 
flexibility in switching between different ionization modes it 
is used in commercial instruments, not only as a mild ioni- 
zation technique producing mainly quasi-molecular ions of 
nonvolatile organic compounds but also as a complete atom- 
ization source for determination of the elemental composition 
of inorganic samples. Laser ionization sources are combined 
with different mass spectrometer systems ranging from time 
of flight setups through double focusing instruments to Fourier 
transform ion cyclotron resonance analyzers. 

It is well-known from experimental (I, 2) and theoretical 
studies (3) that two limiting cases of laser ionization exist; they 
can be distinguished by the amount of energy which is de- 
posited per unit area on the target by a single laser pulse. The 
processes generated by a low power density laser pulse are 
usually classified as laser desorption while the high power 
density limit is referred to as laser plasma ionization. (Light 
power density is measured in units of W/cm2 and used as a 
synonym of light intensity or, more precisely, irradiance 
throughout the paper.) 

The transition between the two limiting modes is usually 
continuous giving rise to more and more complete fragmen- 
tation and/or atomization when the deposited energy in- 
creases. On the other hand it is also apparent from the 
literature-see for instance the matrix assisted ionization 
experiments (4,5) or the laser defocusing studies (6)-that 
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some kind of threshold irradiance, separating the limiting 
regimes, exists. 

The definition of this threshold is quite loose and ambig- 
uous both experimentally and theoretically. In ref 4 the 
concept of threshold irradiance has been introduced in the 
following way: u... at this value a decrease in irradiance by 
N 20% only causes the intensities of sample-specific ions to 
reproducibly and sharply decline by a factor of 10-50 to noise 
level.” It is clear that this definition corresponds to an ul- 
timate lower limit of ion observability in a given setup. 
Consequently it marks the lower bound of laser desorption 
of ions rather than the transition between desorption and 
plasma ionization. The accuracy of the measured values goes 
with the accuracy of the irradiance measurement and with 
the noise and sensitivity characteristics of the ion detection 
system. In ref 4 for instance, irradiance calibration uncertainty 
was *50%. 

The defocusing experiments show that labile compounds 
exhibit different spectra depending on focal spot size even if 
the same power density has been delivered to the target (6). 
(In the experiments the laser shot energy was compensated 
for spot size changes with twisted polarizers in order to yield 
the same power density on the target.) A very likely expla- 
nation of the spectral changes observed can be the existence 
of a threshold in light intensity separating different mecha- 
nisms of ionization like laser desorption and plasma ionization. 

Another obvious distinction between the two regimes is 
based on the completely different ion kinetic energy distri- 
bution patterns observed (7). Laser desorption provides ions 
with quasi-Maxwellian energy distributions characterized 
typically by a mean kinetic energy of a few electronvolts (Z), 
while in the case of laser plasma ionization strongly non- 
Maxwellian distributions extending well above 100 eV are 
identified (8, 9). 

In this paper we make an attempt to set up a rough model 
which provides some insight in laser ionization processes and 
use a number of simplifications in order to establish a dis- 
tinction between the two above-mentioned regimes. Conse- 
quently it becomes possible to estimate the threshold power 
density and related plasma properties for a large variety of 
lasers and targets. 

THEORY 
Adiabatic Absorption Model. In order to trace the fate 

of energy deposited in the target by a laser pulse, we use the 
energy conservation formalism of hydrodynamics. In many 
cases a one-component one-dimensional model can be adopted 
(3) to describe the expansion of the laser-generated plume 
perpendicular to the target surface 

a[& + u2/2)1 dbuk + P/P + u*/2) - *I 
at =- ax (1) 

where u(x,t), pkt), p(x,t), and p(x,t)e(x,t) are the velocity, 
the pressure, the density, and the energy density of the ma- 
terial at coordinate, x, perpendicular to the surface, while 
@(x,t) denotes the power density of the laser beam. The 
position and time dependence of the variables are not shown 
in the equations in order to avoid too long expressions. Heat 
conductivity can be also included in eq 1, although numerical 
modeling (10) indicates that its influence on plasma heating 
usually does not exceed a few percent. 

For the sake of simplicity we would like to evaluate this 
expression only for the adiabatic limiting case, i.e. when the 
light absorption and the resulting simultaneous heating take 
place much faster than the expansion of the evaporated and 
ionized material. The two phases of laser-target interaction 
in the adiabatic absorption approximation are schematically 
shown in Figure 1. In the first phase light absorption and 
heating lead to evaporation and ionization of a microvolume 

target 
surface 

target 
surface 

light 
penetration 

Figure 1. Schematic view of laser-target interaction in the framework 
of the adiabatic absorption model: (a) adiabatic absorption phase 
without expansion, (b) expansion phase. 

of the target. It is the energy balance of this step which will 
be the basis of our description. When the laser pulse is over, 
the second phase starts: free expansion of hot target material. 
This second part could only be described by means of hy- 
drodynamics (3). 

In reality the heating and expansion take place simulta- 
neously leading to complicated interaction of the expanding 
cloud with the laser light. However, our assumption-i.e. 
decoupling of these processes-does not primarily influence 
the amount and partitioning of deposited energy between 
heating and ionization but opens a new channel for energy 
redistribution. In other words this is equivalent with the 
simplification that the energy deposited by the laser pulse is 
converted first to internal energy of the target and subse- 
quently decays partially to kinetic energy. 

Accepting this idea we may set u = 0 and rewrite eq 1 in 
the form 

abe) aa -=- 
at ax (2) 

Using the linearized form of the absorption law, we can express 

where OL, the absorption coefficient of the system, is composed 
of the absorption of neutrals, (Ye, and the absorption of the 
plasma, aPl 

a! = (Yc + ‘yPl (4) 

The absorption coefficient of the plasma can be expressed 
as a function of the number density of free electrons, n, and 
electron temperature, T, (II) 

where c is the light velocity, w1 is the laser frequency, and 

wPI = (47re,2n,/m,)*/2 (6) 

is the plasma frequency. T& denotes the electron-ion collision 
time and is expressed as 

-1 = 4(27r)‘/*eo4n, In A 
Tei 

3m,‘/2(kT,)3/2 
(7) 

for singly charged ions. Here e,, denotes the elementary charge 
and In A is the so-called Coulomb logarithm, which is de- 
termined by 

(8) 
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the temperature and the degree of ionization. It is common 
to use the local thermal equilibrium hypothesis for this 
purpose. This approximation was supported, at least in the 
dense regions of the plasma, by detailed hydrodynamic and 
relaxation time calculations (see ref 3). Consequently, we 
applied the well-known simplified Saha equation 

according to Spitzer (12). The value of In A accounts for the 
effect of Coulomb interaction in the electron ion scattering 
process. 

For the sake of simplicity we attribute the normal ab- 
sorption coefficient to electronic and/or vibrational transitions 
in the neutrals and ions; thus it can be expressed in terms of 
molar absorption coefficients and number densities 

"0 = &z&l - 7) + a”&,$?) (9) 

where 7 is the degree of ionization and cr’ = 1000c,/NA is 
related to the molar absorption coefficient of the neutrals, a; 
a similar relation holds for cy” (ions). To keep the number 
of free parameters low, we confined the evaluation of our 
model to the case when the ions have no significant contri- 
bution to the light absorption. Similar calculations are easy 
to carry out in the more general case when both the neutral 
and the ionic species are absorbing. 

The complicated process of light absorption and energy 
redistribution which is of course position and time dependent 
can be divided into two spatial regions and two time domains. 
First the laser heats the target material, producing immedi- 
ately a plume of target particles. The density and absorptivity 
of this plume are bounded to their values in the solid, and 
since the strongest absorption is observed in the interface 
layer, we may use the bulk values as an approximation for the 
plume too. As the laser heating goes on, the degree of ioni- 
zation in the plume increases and sooner or later we will 
observe the contribution to absorption from plasma particles 
in the plume. 

The internal energy density of an ionized ideal gas has the 
following form: 

pe = ~~[(3/2)(1 + ~l)kT + lluil (10) 

where ntot = ni + n, is the number density of particles in the 
solid, which approximates the total number density in the 
plume, composed of the number density of ions and neutrals. 
7 = ni/nti and Vi denote the energy of ionization. Replacing 
the internal energy density of the target with that of an ionized 
ideal gas implies that the heat of melting and vaporization 
are negligible compared to the ionization energy, an approx- 
imation which can be justified for a large number of organic 
compounds. 

Making use of eq 2-4 and 10 and converting the differential 
equation into its finite difference form, we arrive at 

n,,[(3/2)(1 + 112)kT2 + q2uil z (a0 + Q)piWpti (11) 

Furthermore, we included the experience that during a laser 
pulse-powerful enough to ignite a plasma and lasting for 
Trti-the final target temperature, T,, and the final degree 
of ionization, v2, exceed considerably their initial values Tl 
and ql. 

At the initial phase of the laser solid interaction, the ab- 
sorption of the neutrals exceeds the plasma absorption (aa >> 
ar,J since there are very few ions, but as heating and ionization 
proceed (yielding a partially ionized gas), the absorptivity of 
the neutrals decreases and apl increases in this ionized gas. 
Therefore, our definition of the plasma ignition threshold is 
the fulfillment of the 

oo(rl) = ~pi(natTe) (12) 

condition during the laser shot. The meaning of this criterion 
is that if a laser pulse can heat and ionize the material up to 
the point where the importance of plasma absorption surpasses 
the importance of ordinary absorption, plasma phenomena 
will dominate the processes. So for different targets and lasers, 
we are looking for the threshold power density, ap,, for which 
eq 12 holds. 

There is another feature we have to consider in order to 
describe the plasma ignition, namely the relationship between 

& = $--( ‘xyr2 exp(-$-) (13) 

Combining eq 5-9 and 13 we can evaluate the threshold 
criterion for plasma ignition, eq 12, and determine threshold 
values for the temperature, Tti, and for the threshold degree 
of ionization, qthr. With these values substituted into eq 11 
it is possible to determine the threshold power density of a 
laser shot 

The energy of ionization can be substituted by the ionization 
potential; however, in dense plasmas or at elevated light in- 
tensities corrections are necessary. For the fmt approximation 
of ionization energy in the basic form of the model we used 
the ionization potential, Ir, values 

Vi = Ip (15) 

This choice, however, does not reflect the special circumstances 
of ionization in a plasma by light radiation of high intensity. 
Two effects can be accounted for as corrections to the normal 
ionization potential, both depressing its value. 

Ionization in a plasma takes less energy than for a free 
particle because of effects similar to ion-ion interaction in 
electrolytes. This is expressed by the so-called Debye cor- 
rection (13) 

AEn= eo2/b (16) 

here 

112 

XJ) = (17) 

is the Debye length for a plasma having one singly charged 
ionic component. 

The other important correction is due to the high electric 
field present at elevated light intensities. The PooleFrenkel 
effect describes the lowering of ionization energy due to the 
deformation of the Coulomb potential acting between an 
electron and the corresponding ion (14) 

mPF = eO 

where E. is the field strength of the external electric field and 
t is the dielectric permittivity of the material. 

Thus the ionization energy with these corrections can be 
expressed as 

vi = Ip - hEn - hEpF (19) 

We will investigate the effects of the corrections on the ion- 
ization and plasma ignition processes, too. 

It is worthwhile to notice that the present model is valid 
only if the main results of energy depceition are target heating 
and ionization. If a substantial amount of energy is used for 
melting, evaporation, or fragmentation or if the hydrodynamic 
effects are not negligible, they have to be included in the 
energy density formula, eq 10, and the evaluation of the model 
is not straightforward anymore. 

Another class of important restrictions is the exclusion of 
nonlinear light absorption, as well as nonequilibrium phe- 
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nomena. Nonlinear absorption can be handled by the ex- 
tension of the right-hand side of eq 3 with terms proportional 
to higher powers of the light intensity. Here we confine our 
discussion to the more common linear absorption. 

Nonequilibrium processes are rather difficult to describe. 
In the case of their presence the temperature of the different 
species (electrons, ions and neutrals) would be different and 
local thermal equilibrium (described by eq 13) would not 
prevail. The correct procedure would be to introduce the 
kinetic equations for ionization and neutralization. We have 
found it, however, more appropriate not to include this effect, 
especially, since we are looking for moderate light intensities 
where heating rates are just enough to produce threshold 
ionization and threshold temperature. 

RESULTS AND DISCUSSION 

The method for the calculation of threshold power density 
leading to plasma ignition will be outlined in short. The 
threshold condition, eq 12, together with the Saha equation, 
eq 13, provides a set of two transcendent equations for the 
threshold values of the ionization degree and temperature. 
The solution has to be sought by way of the interval halving 
iterative method. 

According to our earlier remark we set a” equal to zero in 
eq 9. Since the threshold value of the ionization degree was 
usually below 0.1, this simplification did not lead to severe 
errors. Using the results of the above-mentioned iterative 
procedure, we could determine the threshold power density 
by eq 14. 

We applied the calculation scheme for three laser wave- 
lengths, namely the quadrupled frequency of the NQYAG 
laser (265 run), the ruby laser (694 nm), and the COz laser (10.6 
Km). Pulse duration for the three lasers was 10,30, and 150 
ns, respectively. 

In order to cover as broad a variety of target materials as 
possible, we surveyed the absorption coefficients (15), total 
number densities (16), and ionization potentials (17, 18) of 
different substances. The absorption coefficient changes 
roughly between 10” (opaque) and 0.1 cm-’ (transparent) at 
a given wavelength. Most ionization potentials vary between 
4 and 16 eV while number densities fall in the region of 
1021-1023 particles/cm3. 

Different classes of materials (insulators, semiconductors, 
and metals) can be characterized by specific choices of these 
parameters. Metals usually have low ionization potential (4 
eV I 1,s 9 eV), high absorption coefficient (lo4 cm-’ 5 a,,), 
and high number density (lo’* particles/cm3 I ntot -< 1O23 
particles/cm3). The ionization potential of insulators is 
typically in the range 7 eV 5 I,, 5 16 eV, while their absorption 
coefficient depends on whether they are transparent or opa- 
que. Transparent insulators have a0 I 1 cm-’ and opaque 
materials have higher values. The number density of insu- 
lating materials depends on their structure: densely packed 
crystals of elements are generally on the more dense side while 
organic compounds and complex structures exhibit lower 
number density values (ntit 5 2 X 10n particles/cm3). Sem- 
iconductors, in general, have values of the above-mentioned 
parameters falling between those of metals and insulators. 

It should be realized that in the following sections not the 
threshold power density (measured in W/cm*) is given but, 
instead, the threshold energy per unit area (measured in J/ 
cm*). The latter is obtained by multiplication of the power 
density with the pulse length of the laser. 

We subdivided this section in three parts. First, the basic 
calculation scheme is used in the way already explained. 
Extensions are given in the following two parts where cor- 
rection procedures on the basic scheme are applied. 

The Basic Model. The results of the calculation are 
presented in Figures 2 and 3 for different parameter sets. For 

lo -1 1 I 1 I , 1 1 

0 2 4 8 8 10 12 14 b 

1, (4 
Figure 2. Threshold energy per square centimeter is given as a 
function of ionization potential using the basic adiabatic absorption 
model. Three laser types are used: the quadrupled frequency Nd-YAG 
laser (TV = 10 ns, solid line), the ruby laser (TV = 30 ns, dashed 
line), and the COP laser (TV = 150 ns, dashed dotted tine). See text 
for explanation. 
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Figure 3. Ionization potential dependence of the threshofd energy per 
square centimeter for materials with different number density of the 
particles. See text for exphnation. 

the calculations shown in Figure 2 we kept the total density 
constant at a level of 5 X lo** particles/cm3 and focused on 
the variation of the threshold as a function of the molar 
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Table I. Measured and Calculated Threshold Energies per Unit Area” 

V=‘pT 
formula ntot, crnm3 I,, eV cxXees-, L mol-’ cm-’ 

thr pubs* 
J cmm2 @IMa thr rpb: J cmm2 

tryptophan G,&N,02 3.74 x 1021 17.5 4.5 x 103 0.2 0.91 
nicotinic acid W-fsNOs 7.21 x 102’ 9.38 3.4 x 10s 0.6 0.79 
3-nitrobenzyl alcohol W-f,NOs 5.10 x 1021 96 8.3 X lo3 0.6 1.16 

ONumber densities and ionization potentials are from ref 16 and 18, respectively. The molar extinction coefficients and experimental 
threshold energy values are given in ref 5. bThe ionization potential was not available for 3nitrobenzyl alcohol; therefore we estimated its 
value on the basis of data for similar molecules. cValues are corrected for Poole-Frenkel and Debye effects. 

absorption coefficient of the neutrals. We used absorption 

coefficients 0.1, 1, 10,100, and 1000 L mol-1 cm-’ for the curves 

denoted by a, b, c, d, and e, respectively. An increase of the 
molar absorption coefficient lowers the threshold (frequently 
we use the word threshold, instead of threshold energy per 
unit area, simply for brevity), in general. 

It can be noticed from Figure 2 that a decrease of the laser 
frequency induces a drop in the threshold. By analysis of eq 
5 it can be shown that the plasma absorption coefficient will 
rise if the laser frequency drops. Furthermore, we can con- 
clude that this rise will continue even if the laser frequency 
falls below the plasma frequency. This tendency is reversed 
at a certain laser frequency (its value is determined by the 
collision frequency of the particles in the plasma), and the 
plasma absorption coefficient will then decay to zero. 

Figure 2 also shows an increase of the threshold for mate- 
rials with increasing ionization potential. Obviously a larger 
energy fraction of the incoming laser light is necessary for 
ionizing material with larger ionization potentials, increasing 
thereby the total amount of deposited energy needed in order 
to produce the plasma possessing threshold conditions. 

In Figure 3, on the other hand, we searched for the influence 
of the total number density of particles on the threshold. This 
was performed for two molar absorption coefficient values: 
one representative of samples with high absorption coefficients 
(lo3 L mol-’ cm-‘, solid line) and one for samples with low 
absorption coefficients (1 L mol-’ cm-‘, dashed line). Only 
one laser type, the quadrupled frequency Nd-YAG laser has 
been investigated. The number density value increased from 
a toward d, with consecutively 5 X 1021, 1022, 5 X 1022, and 
10xe particles/cm3. The tendency is noticed that the threshold 
decreases with increasing particle density, at least for sub- 
stances with a not too high absorption coefficient. 

As we have shown before the threshold will lower with 
increasing molar absorption coefficient. However, this be- 
havior is not general, as is obvious from Figure 4. Here the 
calculation is performed with the basic method for the 
quadrupled frequency Nd-YAG laser. A fixed ionization 
potential of 9 eV was chosen and the density of the target was 
set equal to 1021 (solid line), 1O22 (dashed line), and 1O23 
particles/cm3 (dashed dotted line). A minimum curve is 
noticed, with the point of reversal being dependent on the 
material’s total density. If we have 1021 particles/cm3 the 
minimum in the curve is reached at lo3 L mol-’ cm-’ and it 
shifts toward higher absorption coefficients if the material 
becomes more densely packed. 

This peculiar behavior is present in the experimental values 
in Table I, too. The threshold values are taken from the 
measurements of Karas et al. (5). These authors verified 
experimentally that despite the higher molar absorption 
coefficient of nitrobenzyl alcohol, its threshold irradiance 
exceeds that of tryptophan. Since the molar absorption 
coefficients of both products are larger than the one creating 
minimal threshold, this effect can explain the unexpected 
findings of Karas et al. 

One can also note in Table I the systematic difference 
between experimental and theoretical values (up to half an 

10 z 

I 
I 
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E(L mol-’ cm-‘) 

Flgure 4. The threshold energy per square centimeter is shown as 
a function of the absorption coefficient using the basic adiabatic ab- 
sorption model for quadrupled Nd-YAG laser irradiation. 

order of magnitude) with the theoretical values being higher. 
The latter were obtained after introducing further corrections 
to the ionization energy as we will see in the following sections. 

Both Figures 3 and 4 illustrate that in the case of high molar 
absorption coefficients-i.e. opaque targets--threshold values 
are low and variable, whereas poorly absorbing targets show 
remarkably uniform, but elevated, threshold values. This 
result prompts the idea that low power density laser ionization 
can be induced even in the case of transparent samples if they 
are mixed with better absorbers. The technique is well-known 
in practice as “matrix assisted laser ionization” and has been 
applied in the case of nonvolatile organic samples (5). 

Before leaving the basic model we emphasize an interesting 
consequence of our threshold definition. Since the threshold 
is closely bound to the partition of the deposited energy ab- 
sorbed by the neutrals and by the plasma, the onset of the 
plasma regime is strongly related to the magnitude of the 
normal absorption coefficient. In poorly absorbing materials 
the absorption of a weakly ionized plasma can already dom- 
inate over the normal mechanism, while in the case of good 
absorbers a strongly ionized plasma is necessary. Therefore, 
transparent targets exhibit lower threshold temperatures than 
their opaque counterparts. 

Threshold temperatures are displayed in Figure 5 for the 
same set of targets and lasers as in Figure 2. This finding is 
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F@ra 5. TbshoM temperatures for plasma ignition in different targets 
with various lasers. Laser and material parameters are the same as 
in Figure 2. 

straightforward if we recall that a relatively high molar ab- 
sorption coefficient makes the threshold value of ionization 
degree increase, also inducing higher threshold temperature 
because of the local thermal equilibrium condition (eq 13). 

Clear demonstration of the above-mentioned phenomenon 
is apparent from Figure 5: a lower molar absorption coefficient 
corresponds to a higher threshold energy per unit area in 
Figure 2 and to a lower threshold temperature as shown in 
Figure 5. 

It is also important to notice that under similar circum- 
stances the threshold temperatures for the frequency quad- 
rupled Nd-YAG laser are always the largest while for the COs 
laser they exhibit the lowest value. This is in accordance with 
the widely known observation that UV lasers produce sharply 
etched craters in the target while increasing laser wavelength 
creates a molten crater rim. 

Apart from the difference in threshold definition (see In- 
troduction) and simplifications in the model which we have 
already mentioned, there are still some other phenomena- 
related to the electric field in the laser beam and to the 
generated plasma-governing the threshold values through 
the ionization potential. In the next two parts they will be 
of our concern and their influence will be closely examined. 

The Poole-Frenkel Effect. If the laser light penetrates 
the plasma, it builds up an electric field with a strength given 
by 

Ec = (2@/(tsc))‘/2 

where co denotes the dielectric permittivity of the vacuum. 
For example, light intensities lOlo and lo6 W/cm2 generate 
field strengths 3 X lo6 and 3 X 104 V/cm, respectively. From 
the superposition of the electric field of the radiation and that 
of the nucleus-free electron interaction, we get a depressed 
ionization energy given by eq 18. From the formulas it is seen 
that lowering the power density by 4 orders of magnitude we 
get a decrease of 1 order of magnitude in the correction of the 
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Figure 6. Relative change of the threshokl energy per square cen- 
timeter is given as a function of the ionization potential using the basic 
adiabatic absorption model combined with the Poole-Frenkel correc- 
tion. 

ionization potential. Thus, this correction for the ionization 
potential remains reasonably important even at low laser 
power irradiances. 

Figure 6 presents the relation between the corrected 
threshold energy per unit area and the ionization potential. 
The correction itself is expressed relative to the threshold. 
In the model calculations three laser types, the frequency 
quadrupled Nd-YAG laser (solid line), the ruby laser (dashed 
line), and the COs laser (dashed dotted line), irradiate a sample 
which has number density equal to 5 X 10ss particles/cm3 and 
molar absorption coefficient of either 0.1 L mol-’ cm-’ (a 
curves) or 100 L mole1 cm-’ (b curves). In the case of opaque 
targets irradiated with CO2 laser, no convergence in the it- 
eration was achieved, but we expect similar behavior to the 
transparent case, i.e. producing the lowest correction among 
the three laser types. In general we see declining curves if 
we pass toward the region of higher ionization potentials, 
which is equivalent to smaller relative correction values on 
the threshold. 

We can see from Figure 6 that Poole-Frenkel corrections 
may influence significantly the values of the threshold energy 
per unit area especially at lower ionization potentials. Here 
the correction can amount to 45% of the original threshold 
value. It is also worth mentioning that higher correction can 
be expected for transparent materials. For opaque targets 
the Poole-Frenkel corrections do not exceed 15% of the un- 
corrected threshold and this is usually below the accuracy of 
the irradiance determination in the experiments. 

The Debye Effect. The electric potential, V(r), of a singly 
charged ion in a plasma is of the form (13) 

v=eoexp _L 
r ( 1 AD 

(21) 

where An is the Debye length, given by eq 17. Since the 
potential energy of free electrons in the plasma is below their 
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Figure 7. Relative change of the threshold energy per square cen- 
timeter is given as a function of the ioniition potential using the basic 
adiabatic absorptlon model with the Debye correction. 

potential energy in vacuum, the ionization energy has to be 
corrected for this difference. 

For a distance r equal to An the interaction energy of a singly 
charged ion and an electron is given by 

AED = eoVr=,, = eo3 (22) 

and approximates the depression of the ionization energy. 
This value differs from that published by Drawin (13) by a 
factor of l/e and gives rise to smaller corrections on the 
ionization energy. This reduction is reasonable since otherwise 
in dense plasmas the depression of ionization energy due to 
the screening effect exceeds the ionization potential itself. 

Figure 7 shows the tendency of the relative change of the 
threshold as a function of the ionization potential and molar 
absorption coefficient. Three laser types were investigated: 
the quadrupled Nd-YAG laser (full line), the ruby laser 
(dashed line), and the CO2 laser (dashed dotted line). Number 
density of the target was fixed to 5 X 1O22 particles/cm3. 
Absorption coefficient values were taken equal to 100 (a) and 
0.1 L mol-l cm-’ (b). 

It is clear that the Debye correction is comparable in im- 
portance to the Poole-Frenkel correction. A significant dif- 
ference between them is that the Debye correction is in effect 
even after the laser pulse has decayed while the Poole-Frenkel 
effect vanishes. 

According to our threshold condition eq 12 a drop of the 
molar absorption coefficient from 100 to 0.1 L mol-’ cm-’ is 
related to a considerable decrease in the plasma absorption 
coefficient. This change is linked to a drop of the electron 
density through the threshold degree of ionization (50-100 
times smaller). Consequently a lower threshold temperature 
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was noticed as well (2 to 3 times smaller). Therefore, from 
eq 17 it can be concluded that the Debye length is raised by 
a factor of 5. As a result AED will be -5 times smaller leading 
to a smaller relative change in the threshold in the lower 
absorptivity case. 

Both corrections have been implemented and the results 
for tryptophan, nicotinic acid, and 3-nitrobenzyl alcohol are 
given in Table I. Threshold energies per unit area can be 
compared with the threshold values acquired by experiments 
(5). As we mentioned earlier, the experimental values are 
necessarily lower bounds for the calculated ones since their 
definition is related to the appearance of any kind of sample 
specific ion. Therefore, calculated thresholds are expected 
to be higher than the experimental ones. This expectation 
is fulfilled as one can notice from Table I. 

Another feature to be mentioned is how little room is left 
for laser desorption between the appearance of the first de- 
sorbed ions and the takeover of plasma ionization. 

Although it would be desirable, detailed comparison of our 
model with systematic experimental studies of ion kinetic 
energy distributions as a function of laser energy is not pos- 
sible, since only scattered data are available. 
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